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Abstract— In the future, deployable, teleoperated surgical
robots can save the lives of critically injured patients in bat-
tlefield environments. These robotic systems will need to have
autonomous capabilities to take over during communication
delays and unexpected environmental conditions during critical
phases of the procedure. Understanding and predicting the
next surgical actions (referred as “surgemes”) is essential for
autonomous surgery. Most approaches for surgeme recognition
cannot cope with the high variability associated with austere
environments and thereby cannot “transfer” well to field
robotics. We propose a methodology that uses compact image
representations with kinematic features for surgeme recognition
in the DESK dataset. This dataset offers samples for surgical
procedures over different robotic platforms with a high vari-
ability in the setup. We performed surgeme classification in two
setups: 1) No transfer, 2) Transfer from a simulated scenario
to two real deployable robots. Then, the results were compared
with recognition accuracies using only kinematic data with the
same experimental setup. The results show that our approach
improves the recognition performance over kinematic data
across different domains. The proposed approach produced a
transfer accuracy gain up to 20% between the simulated and
the real robot, and up to 31% between the simulated robot and
a different robot. A transfer accuracy gain was observed for
all cases, even those already above 90%.

I. INTRODUCTION

There is an increasing interest in using teleoperated sur-
gical robots for austere environments (such as directly on
the battlefield) since they can provide timely interventions
to patients with life-threatening injuries [1]. These systems
are sensitive to delays intrinsic to the limited bandwidth
of many austere environments [2], so there is a need for
platforms with semi-autonomous capabilities that can assist
the surgeon (or medic) when communication is hindered.
These systems require a high level understanding of their
state and environment to take over when required. In order
to effectively interpret the environment, it is helpful to
recognize the current and previous surgical actions, referred
to as ’surgemes’ [3], that are being preformed by the surgeon.
In fact, the accurate recognition of surgeme-like primitives is
valuable for many robot application domains beyond surgery,
such as manufacturing [4] or waste handling [5].
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The use of machine learning approaches for surgeme
recognition requires collecting a substantial amount of data,
which is challenging to obtain in austere settings [6]. Al-
ternatively, it would be desirable to leverage the abundance
of data available from more accessible environments to find
recurrent patterns and apply such insights to new scenarios
[7]–[9]. Hence, the knowledge learned from numerous ac-
cessible platforms could be transferred to deployable robotic
platforms in less hospitable environments. However, field
medical robots are diverse, holding different kinematic con-
figurations, workspaces, and operate under partially unknown
constraints. Such domain differences could hamper state-of-
the-art approaches and prevent models learned on one plat-
form to generalize across other platforms of disparate mor-
phologies [10]. Addressing such challenges involves coming
up with an effective transfer learning architecture than can
generalize over different robots and surgical settings.

This paper presents an approach for identifying surgemes
performed by a surgeon through teleoperation that can deal
with variable environments and minor shifts in robot hard-
ware. The proposed machine learning architecture leverages
both images and kinematic features to transfer knowledge
obtained from a surgical simulator to real deployable robots.
The features were designed to be applicable to any robotic
platform and surgical setup without the need of environment-
specific modeling. The architecture has been tested on a
surgeme classification task under two scenarios: (1) the
source and target data are from the same domain (e.g. same
robot) and (2) the source and target data come from different
domains (e.g. different robots). The use of robot kinematic
and visual data to improve knowledge transfer between dif-
ferent domains is a major enhancement over the current state-
of-the-art. The contributions of this paper can be summarized
as follows: i) a surgeme classification architecture has been
developed for settings with high variability; ii) the impact
of adding visual information to kinematic data for surgeme
recognition during a transfer scenario is demonstrated.

The rest of this work is presented as follows: Section II
discusses the prior work. Section III gives an overview of the
robotic dataset used. Section IV describes the methods used
for surgeme classification. Section V shows the experimental
setup and results. Section VI presents discussion, and Section
VII concludes the paper with a discussion on future work.
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