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ABSTRACT
Search is an integral part of a software development process. Developers often use search engines to look for information during development, including reusable code snippets, API understanding, and reference examples. Developers tend to prefer general-purpose search engines like Google, which are often not optimized for code related documents and use search strategies and ranking techniques that are more optimized for generic, non-code related information.

In this paper, we explore whether a general purpose search engine like Google is an optimal choice for code-related searches. In particular, we investigate whether the performance of searching with Google varies for code vs. non-code related searches. To analyze this, we collect search logs from 310 developers that contains nearly 150,000 search queries from Google and the associated result clicks. To differentiate between code-related searches and non-code-related searches, we build a model which identifies the code intent of queries. Leveraging this model, we build an automatic classifier that detects a code and non-code related query. We confirm the effectiveness of the classifier on manually annotated queries where the classifier achieves a precision of 87%, a recall of 86%, and an F1-score of 87%. We apply this classifier to automatically annotate all the queries in the dataset. Analyzing this dataset, we observe that code related searching often requires more effort (e.g., time, result clicks, and query modifications) than general non-code search, which indicates code search performance with a general search engine is less effective.
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1 INTRODUCTION
Search plays an important role in fulfilling users’ information needs. In particular, search for code has been an integral part of software development processes in the past [3, 28, 38, 39]. Developers often use a search engine for various information needs, including finding reusable code snippets, understanding APIs, locating reference examples, learning unfamiliar concepts, remembering syntactic details, identifying appropriate third-party libraries, and debugging [16, 28, 39]. In the literature, code search has been studied extensively and researchers proposed many approaches to improve code search performance [1, 10, 13, 18–20, 22–24, 26, 27, 32, 37, 41].

In practice, to support the increasing need for code search in software development, several commercial search engines have been developed, such as Google Code Search [11], Black Duck Open Hub Code Search [33], and others (e.g., [17, 29]). Unfortunately, many of them (e.g., [11, 33]) are now obsolete. Thus, programmers tend to turn to a general purpose search engine (e.g., Google [12], Yahoo [40], Bing [4]) for search for code [16, 31, 36], and software [16], and they rarely use a dedicated code search engines [16]. Among several general-purpose search engines, Google has been found to be the most frequently used search engine for software development related searches [31].

These general purpose search engines (GPSE) are usually optimized for textual search [16] and treat code as plain text when used for searching code. Thus, they tend to ignore the underlying semantics of the code. In fact, Google’s dedicated code search engine [9] used an additional layer of n-gram based regular expression matching technique to cater the special needs of code search. Using GPSE for code search might be a reason that despite the tremendous increase in online resources (e.g., GitHub, SourceForge, StackOverflow, API documentation), suitably locating reusable source code still remains a major challenge—developers often fail to locate the intended code using different search approaches including web-search [16]. Surveys have shown that developers look at an average
of 3.5 snippets of code before finding something useful for their task at hand [36].

Despite their limitations, GPSEs are the most popular choice for code search and will continue to be like that, in all likelihood, because they are lightweight, easy to use, and have sophisticated web interfaces [22]. Thus, it is worthwhile to evaluate how GPSEs perform while used for code vs. general non-code related search so that we can better understand GPSE’s shortcomings in code domain and tune them accordingly. In this paper, we shed some empirical light to explore this question by studying Google search [12]. In particular, we investigate how the search behavior of users and performance of the search engine vary for code related searches compared to non-code related searches.

To this end, we analyzed 14 months of web search logs from 310 developers using a Google Chrome plugin, which tracks browsing activities of its users [6]. In total, we analyzed 149,610 Google search queries. Since these are web search logs of the developers during their working time, the logs contain both code and non-code related queries, although they are not annotated as such. First, we develop an automated technique to classify these queries to code vs. non-code. We leverage Slack Overflow [34] tags to extract code-related tokens. A codeness score is calculated for each query based on how many stack-overflow tokens are present in it. A higher codeness score indicates the query is more likely to be code related. A manual evaluation shows that the classifier achieves a precision of 87%, a recall of 86% to successfully classify code vs. non-code queries. Using this classifier we find 88,577 (59.21%) code related queries and 61,033 (40.79%) non-code queries in our dataset. We use this annotated data to analyze the differences between code and non-code related search for GPSE. We study both query characteristics (RQ1) and developers’ effort (RQ2 & RQ3) and find that:

1. A single code query is, in general, larger and uses a smaller vocabulary than a non-code query (see RQ1).
2. To retrieve the intended answer, users have to spend more time on a single code query and have to modify the queries more often than the non-code queries (see RQ 2).
3. To complete a code related search task, users require more queries, more URLs clicked, and overall more time than non-code related search tasks (see RQ 3).

Several empirical studies have been performed to identify how developers search for code [28], what type of code issues they search on Web [39], and how the performance varies when developers search for code with different search engines [31]. Yet, it remains less explored how code search is different than searching for general information, i.e., non-code search. Little is known about how the GPSE performs on code search compared to others. In this paper, we seek to answer these questions. In summary, we make the following contributions:

- Build and evaluate a novel technique to automatically classify a search query to code vs. non-code (Section 4.2).
- Analyze the query characteristics and how it differs between code vs. non-code queries in general-purpose web search (RQ 1).
- Analyze users’ effort in retrieving the intended result for code and non-code related queries (RQ 2 and RQ 3).

We organize the rest of the paper as follows. We start by describing background information and research questions in Section 2. Then we discuss our code intent model in Section 3. We discuss our methodology in details including data collection, query extraction and annotation, and classifier evaluation in Section 4. After that, we analyze our experimental results in Section 5. We discuss the implication of our code intent model and findings in Section 6. Then we discuss related work in Section 7, possible threats to validity in Section 8, and conclude in Section 9.

2 RESEARCH QUESTIONS

Typically, code related artifacts (e.g., source code, bug reports, API documentation, etc.) are different from general documents, such as news, Wikipedia articles, or other non-code information sources [14]. While the latter is primarily composed of natural languages, the code related documents can be a mix of programming and natural languages. However, GPSE treats source code as text and ignores all the programming language related features. For example, the source code is less ambiguous than natural language so that the code can be interpreted by a compiler. However, GPSE ignores the syntactic and semantic features of the source code and thus, cannot interpret the underlying behavior. Thus, using GPSE, locating similar code or retrieving code examples becomes difficult unless both query and the documents use similar vocabulary [36]. But, since source code contains open vocabulary (i.e., developers can coin new variable names without changing the semantics of the programs), searching for code somewhat becomes a guessing game for GPSE.

In this paper, we empirically evaluate the impact of using GPSE for code related search. In particular, we investigate how code search differs from non-code related search with GPSE in two dimensions: (i) query characteristics (RQ1), and (ii) users’ effort (RQ2 and RQ3). To this end, we explore the following research questions:

**RQ1. How do query characteristics differ for code and non-code queries?**

To explore this RQ, we analyze how linguistically the two queries are different. In particular, we check whether query length varies for code and non-code search. We also study the vocabulary sizes and vocabulary choices between the two.

**RQ2. How do search behaviors vary for code and non-code related queries?**

In this RQ, we explore different search behaviors of users, including how much time they spend on search results, how many websites they visit, and how often they modify their search queries. We also analyze how this behavior varies for code and non-code related searches.

**RQ3. How do task sessions vary for code and non-code related search tasks?**

Often, several queries can be related to same web search task. To explore this RQ, we identify sequences of related queries as task sessions (Section 4.1). Next, we analyze how many queries, how much time, and how many website visits users require to complete a task. We also analyze how the task level interactions differ for code related search compared to non-code search.
3 CODE INTENT ANALYSIS

We assume that if a query contains more code related tokens (e.g., "javascript", "C#", "json", "visual-studio"), it indicates more code intent. To automatically estimate such intent, we build an analysis technique that assigns a code intent score to each query. We call this score as codeness score. In this section, we discuss our analysis technique in details.

3.1 Code Intent of Tokens

To construct the model, we first collect a list of code related token set (S). We leverage StackOverflow (SO) [34] (May 2017 data dump) which is an online Q/A forum where developers often discuss their programming related issues. A post in SO can be associated with tag(s), which are given manually. However, not all the tags are equally strong indicators of code intent. We deal with such scenarios as follows:

Firstly, we filter out ambiguous tags from our token set. SO tags often co-occur with other tags and thus there might exist some tags which always co-occur and never occur alone in any post. These tags might not be an indication of code token. For example, "unbox" tag never occurs alone but occurs with "haskell" tag [35] which is a code token. Such tag (i.e. "unbox") might not be an indicator of code intent. To remove such unwanted noise, we filter out all the tags which never occur alone in any post. Additionally, we remove all the post with multiple tags. Thus the frequency of a tag is the count of its single occurred posts only. This process reduced the number of selected tags drastically from 46.3K to 19.8K.

Secondly, we assign a codeness score for each tag in our filtered code token set (S). We assume that the popularity of a tag on SO is the indicator of its code intent. Higher frequency (i.e. popularity) indicates strong code intent. However, the raw frequency might lead to incorrect code intent estimation. For example, in Table 1, the frequency (i.e. count) difference between "android" and "java" shows "android" carries much higher code intent than "java" which is not completely accurate estimation. To mitigate such frequency difference bias, we use sub-linear scaling. If a tag x occurs n times then the codeness score, f(x), of that token is given by equation 1.

\[
f(x) = \begin{cases} 
1 + \log(2n), & \text{if } x \in S \\
0, & \text{if } x \notin S 
\end{cases}
\]

where S is the code token set. Note that, if a token is not in the code token set (S) its codeness score is 0 and that token is considered as a non-code token. n is the frequency of token x across all Stack Overflow posts.

Now, considering previous "android" vs "java" example, we see the codeness score are 17.55 and 17.13 (in Table 1) which shows both tag are of similar code strength. In contrast, in Table 1 codeness score of "lucene" is 10.18, which indicates its code intent is less compared to "android" or "java". Some code tokens in different count ranges, and their codeness score can be found in Table 1.

3.2 Code Intent of Queries

We leverage the token level codeness score to compute the codeness score of the query. The codeness score (cscore) of a query is calculated by summing up the code score of its tokens as in equation 2.

\[
cscore(Q) = \sum_{i=1}^{m} f(x_i)
\]

where \(x_i\) is the \(i^{th}\) token of the query \(Q\) of length \(m\) and \(f(x_i)\) is the codeness score of token \(x_i\) as in equation 1.

If the codeness score of a query is high it is considered to have a high code intent. In this way, the model assigns a code intent to each query. Some sample queries with their codeness score is shown in Table 2.

4 METHODOLOGY

In this section, we start with explaining our data collection and query extraction approach in detail. Then we present both manual and automatic query annotation process. After that, we describe search tasks extraction and classification method.

4.1 Study Subject

Our search log data was collected from developers who installed a proprietary Google Chrome Web Tracking plugin [6]. The plugin tracks all the web browsing activities which are processed and analyzed to understand how developer work and learn. Thus in our dataset most of the users are developers either acting as team leaders or performing technical tasks and the activity includes search query and clicked web page visit information.

The data collection period spanned 14 months starting from December 2014 to January 2016. There are a total of 149, 610 queries of 310 users (See Table 3).
The dataset contains information about activity sessions for each user, which represent a user’s active development time [8]. Each user can have many activity sessions. Each activity session contains events in the web browser, such as search queries and results clicked, as well as non-browser events, such as IDE interactions. For the browser events, the logs provide information on the clicked results, specifically, the URL and page title. All events have a start time and an end time.

These activity sessions provide a useful boundary of continuous activity for a user, but finer granularity is needed as the logs contain information about browser interactions as well as non-browser interactions. Further, we want a notion of related web activities, since users often initiate consecutive yet unrelated search queries. After identifying consecutive related queries, we split the activity sessions into task sessions. This is accomplished by first identifying edited queries.

**Identifying Edited Query:** Users often modify their search query to give more specific information to the search engine. These query reformulations can expand the query by adding more terms or reduce the query by removing terms. If a query contains at least one common term with its previous query, and the queries come from the same activity session, we consider both queries as edited queries.

**Composing Task Sessions:** Task sessions capture continuous, related web browser interactions. We consider all browser events after one search query and before the next query as the result exploration activity for the former query; the web URLs of those activities are considered clicked URL.

To identify task sessions, first we explore all continuous sequences of edited queries and their associated results exploration activities. Each sequence of edited queries represents a task session. The remaining queries are all non-edited. Each non-edited query, along with its results exploration activities, forms its own task session.

**Computing Search Query Time:** Users spend time on the search page and on the web pages they click. The time between when a query is issued and when the next query is issued, or the activity session ends (whichever comes first), is referred to as the query search time. In the event that a user does not click any results, the query search time is computed as the time spent on the result page.

### 4.2 Query Classification

A query which is intended to solve any software development related issue is considered as a code query. For example, reference code example (e.g., “write in file java”, and “how to get all textbox names inside table layout panel c#”), debugging (e.g., “asp.net mvc error page”), API usage, technical knowledge (e.g., “npm update all dependencies”, “git bash mingw”, and “qualities of good programmer”) and other development related tasks are considered as code related query. A query which is not intended to solve any software development or programming task is considered as a non-code or general query. For example, “make your own comics”, “review Galaxy Note Edge”, and “d53000 amazon” are considered as non-code. To set the threshold and evaluate our classifier, we manually annotate queries to code and non-code.

**Manual Query Annotation.** From our dataset, we randomly sample 380 queries across users. Two researchers separately annotated those queries and resolved the disagreement by discussion. We measure Cohen’s kappa coefficient ($\kappa$) [7] to find inter-annotator agreement, where a $\kappa$ value of 1 indicates a complete agreement and a value of 0 indicates a complete disagreement. In our annotation we find a $\kappa$ value of 0.85.

**Evaluation Metrics.** We use following metrics to evaluate our classifier:

- Precision ($P$) - is the fraction of correct prediction of total query. Thus, $P = \frac{r}{d}$, where $r$ is the number of correct prediction and $d$ is the total query.
- Recall ($R$) - is the fraction of correct prediction of the total ground truth. If $t$ be the total ground truth, the recall is $R = \frac{r}{t}$.
- $F_1$ Score (F-1) - is a single combined metric that trades off precision vs. recall by computing the harmonic mean of the two: $F_1 = 2 \cdot \frac{precision \cdot recall}{precision + recall}$.

**Accuracy Evaluation.** Figure 1 shows precision, recall, and $F$-score with respect to code query in different codeness score thresholds. As the threshold increases, precision also increases. In contrast, recall decreases with the increase in threshold. However, $F$ Score remains in between precision and recall in different thresholds. For a better comparison, it is important to maintain a balance between code and non-code query classification. Thus, we choose the threshold = 10 where the classifier achieve a better trade-off of Precision = 87%, Recall = 86%, and $F$-score = 87%.

![Figure 1: Classifier Evaluation](image-url)

These results indicate that our model assigns codeness score which is effective in detecting query intent. In addition to separating code from non-code, the model also identifies the code specificity of a code query. A larger score indicates a strong code intent. Thus, we can further separate code related queries into different clusters based on different ranges of codeness score.

For our analysis, we need to classify all queries to code or non-code. Empirically, we set codeness score threshold to 10, which gives us a better trade-off for precision and recall. Details dataset statistics after the query classification can be found in Table 3.
We analyze how user interaction varies for code and non-code related search tasks. First, we extract task information from the search log data. We define a search task as a set of the consecutive edited queries. We start with a query and consider all the subsequent queries which were edited from the previous query and stop when encountering a totally new query. Thus we extract all such tasks for all users. Applying this process, we extract a total of 108,313 tasks. Secondly, to analyze code and non-code task properties, we compute the codeness score for each task. We assign a representative query whose codeness score is maximum among all other queries in a task. We consider this maximum codeness score as the code intent for that task. Thus we assign a codeness score for all the tasks. Similar to query classification, we consider a task with a codeness score greater than a particular threshold (10 in our experiment) as code related task and non-code otherwise. Note that, in a task, a user might start with a lower code intent query and can add code token(s) gradually to increase the code intent of the whole task. Sample task session from our dataset can be found in Table 4.

4.3 Extract and Classify Search Task

Search engines (i.e. Google) often suggest query edits with the increase of the code intent of the query (i.e. codeness score). Figure 2(b) shows the comparison in query length in different codeness score ranges. We see that often, queries with higher codeness score are longer in length. Note that by definition codeness score increases with the increase of code related tokens in a query. However, adding a non-code token does not an increase in codeness score. Thus, sharp increase of query length with codeness score in Figure 2(b) confirms that code related query are indeed more verbose.

![Figure 2: Query Length (# of words)](image)

2) How do vocabulary varies for code and non-code query?

For this analysis, we remove English stop-words (adopted from [21]) from the queries. We find that vocabulary of code is 28K which is much smaller than non-code query 45K though, in our annotated data, the number of code query (i.e. 59.21%) is higher than non-code (i.e. 40.79%). However, we observe that 43.48% of code vocabulary are common with non-code which is depicted in Figure 3. In Table 5 we list top frequently occur code, non-code, and common tokens with their frequency.

![Figure 3: Vocabulary words statistics for code and non-code query](image)

We begin with exploring the query length. Figure 2(a) shows that code related query length (i.e. number of tokens or words in a query) is often higher than the non-code, with statistical significance (confirmed by Wilcox statistical significance test with medium Cohen’s effect size). The average length (4.7) of the code related queries is higher than non-code (2.3). This implies that users tend to use more words to express a code related issue which is almost twice that needed to for a general non-code issue.

To dig into this further, we analyze how the query length varies with the increase of the code intent of the query (i.e. codeness score). Figure 2(b) shows the comparison in query length in different codeness score ranges. We see that often, queries with higher codeness score are longer in length. Note that by definition codeness score increases with the increase of code related tokens in a query. However, adding a non-code token does not an increase in codeness score. Thus, sharp increase of query length with codeness score in Figure 2(b) confirms that code related query are indeed more verbose.

![Figure 2: Query Length (# of words)](image)

5 RESULTS

In this section we discuss our experiments and results analysis of RQs.

RQ1. How do query characteristics differ for code and non-code queries?

To analyze query characteristics we filter out the duplicates to mitigate unwanted bias from query duplication. In this search log, we found 20.36% duplicate queries with duplication for both code (20%) and non-code (21%) queries.

1) How do code-related queries differ in length from non-code-related queries?

We begin with exploring the query length. Figure 2(a) shows that code related query length (i.e. number of tokens or words in a query) is often higher than the non-code, with statistical significance (confirmed by Wilcox statistical significance test with medium Cohen’s effect size). The average length (4.7) of the code related queries is higher than non-code (2.3). This implies that users tend to use more words to express a code related issue which is almost twice that needed to for a general non-code issue.

To dig into this further, we analyze how the query length varies with the increase of the code intent of the query (i.e. codeness score). Figure 2(b) shows the comparison in query length in different codeness score ranges. We see that often, queries with higher codeness score are longer in length. Note that by definition codeness score increases with the increase of code related tokens in a query. However, adding a non-code token does not an increase in codeness score. Thus, sharp increase of query length with codeness score in Figure 2(b) confirms that code related query are indeed more verbose.

![Figure 2: Query Length (# of words)](image)

2) How do vocabulary varies for code and non-code query?

For this analysis, we remove English stop-words (adopted from [21]) from the queries. We find that vocabulary of code is 28K which is much smaller than non-code query 45K though, in our annotated data, the number of code query (i.e. 59.21%) is higher than non-code (i.e. 40.79%). However, we observe that 43.48% of code vocabulary are common with non-code which is depicted in Figure 3. In Table 5 we list top frequently occur code, non-code, and common tokens with their frequency.

![Figure 3: Vocabulary words statistics for code and non-code query](image)
We compare time duration for code and non-code query in Figure 4 (a). We see that in code related query users take slightly more time compared to non-code query search with the median time of 1 min 20 sec and 1 min 4 sec for code and for non-code queries respectively. Although this difference is statistically significant (Wilcox’s Test), CohenD’s effect size is negligible.

We further check whether time duration varies with codeness score. Figure 4 (b) shows that as the codeness score of queries increases users tend to spend slightly more time on searching (with negligible effect size). Thus, in reality, we do not see any major difference code and non-code queries w.r.t. the time users spend interacting with the search engine.

**Result 1:** Code queries are linguistically different than non-code queries—they are longer and contain less vocabulary.

### RQ2. How do search behaviors vary for code and non-code related queries?

We investigate this question in three dimensions: (i) how much time users have to spend per query, (ii) how many websites they visit per query, and (iii) how many times users have to edit a query to retrieve the intended document. We will discuss them one by one.

#### 1) How long do users spend searching for code-related issues compared to non-code-related issues?

The average number of clicks per query is 11.4 for code and 12.8 for non-code. This result indicates no matter what types of problem users search for, they often visit a similar number of websites. One possible explanation is - after a certain number of clicks, users stop exploring results no matter whether the returned results are satisfactory or not. This hypothesis can be explained further by the results in Figure 5 (b). We see that there is no visible trend of the number of website visits in the different range of codeness score. We can conclude that users visit a similar number of website in general for all queries. This behavior can be considered as a common search behavior.

Furthermore, we observe that 22% of non-code queries require no website visits, which is higher when compared to 17.9% for code related search. This indicates that for non-code general search, users get relevant results from the search results page only (i.e. fact searching, summarized results from Google) or quickly realize the time. This indicates that most of the time developers do not mention language explicitly thus it is up to the search engine to guess which programming language the developers intended. The top mentioned programming languages with their query frequency is shown in Table 6.

**Table 6: Most Frequently Mentioned PLs. 20.10% of code queries mention at least one PL name**

<table>
<thead>
<tr>
<th>Top Language Freq.</th>
<th>Top Language Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 c# 6274</td>
<td>1 python 152</td>
</tr>
<tr>
<td>2 sql 2586</td>
<td>2 c 145</td>
</tr>
<tr>
<td>3 javascript 1970</td>
<td>3 bash 131</td>
</tr>
<tr>
<td>4 net 681</td>
<td>4 go 130</td>
</tr>
<tr>
<td>5 pearl 469</td>
<td>5 ruby 102</td>
</tr>
<tr>
<td>6 powershell 388</td>
<td>6 crystal 94</td>
</tr>
<tr>
<td>7 assembly 267</td>
<td>7 r 87</td>
</tr>
<tr>
<td>8 c++ 255</td>
<td>8 logo 58</td>
</tr>
<tr>
<td>9 java 250</td>
<td>9 s 56</td>
</tr>
<tr>
<td>10 json 203</td>
<td>10 fa 51</td>
</tr>
</tbody>
</table>

**Table 5: Top query words and frequency for Code, Noncode and common words between them (w/o English Stopword)**

<table>
<thead>
<tr>
<th>Code Common NonCode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code</td>
</tr>
<tr>
<td>c#</td>
</tr>
<tr>
<td>sql</td>
</tr>
<tr>
<td>javascript</td>
</tr>
<tr>
<td>net</td>
</tr>
<tr>
<td>pearl</td>
</tr>
<tr>
<td>powershell</td>
</tr>
<tr>
<td>assembly</td>
</tr>
<tr>
<td>c++</td>
</tr>
<tr>
<td>java</td>
</tr>
<tr>
<td>json</td>
</tr>
</tbody>
</table>

#### 2) How many websites do people traverse when searching for code related issues compared to non-code related issues?

From Figure 5 (a), we see that there is no significant difference (confirmed by Wilcox statistical significance test and CohenD effect size) between code and non-code with a median of 4 for both query types. The average number of clicks per query is 11.4 for code and 12.8 for non-code. This result indicates no matter what types of problem users search for, they often visit a similar number of websites. One possible explanation is - after a certain number of clicks, users stop exploring results no matter whether the returned results are satisfactory or not. This hypothesis can be explained further by the results in Figure 5 (b). We see that there is no visible trend of the number of website visits in the different range of codeness score. We can conclude that users visit a similar number of website in general for all queries. This behavior can be considered as a common search behavior.

**Figure 4: Query Browsing Duration**

**Table 4: Sample Task Sessions (from Dataset)**

<table>
<thead>
<tr>
<th>Task</th>
<th>Edit Seq</th>
<th>Query</th>
<th>Added Terms</th>
<th>Deleted Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>how to get mp3 playtime in c# from stream</td>
<td>javascript, play time</td>
<td>how to c# from stream, playtime</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>javascript mp3 play time</td>
<td>how to get mp3 play time</td>
<td>javascript</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>how to get mp3 play time length</td>
<td>how to get mp3 play time</td>
<td>javascript</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>javascript function to get mp3 play length</td>
<td>javascript, function</td>
<td>how time</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>javascript read mp3 metadata</td>
<td>read, metadata</td>
<td>function, to get, play, length</td>
</tr>
<tr>
<td>Noncode</td>
<td>1</td>
<td>enterprise luxury suv</td>
<td>rentals, houston</td>
<td>enterprise</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>luxury suv rentals houston</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4: Query Browsing Duration**
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whether the resulting information is relevant at all. On the other hand, for code related search users need to click and see the content (most of the cases) of the website to judge whether the page contains relevant information or not.

3) How often do people have to modify their search when searching for code related issues compared to non-code related issues?

Depending on the the context, the user might add/insert terms to the query, delete terms, or both in order to reformulate the query. Such queries are called edited queries. The user keeps editing a query repeatedly until they are satisfied with the returned results. Thus, an ideal search engine would return the exact satisfactory documents when user issues a query for the first time. The more a query is edited, the more effort is needed from the user to find out relevant documents. To this end, we observe how users modify queries during searching.

We observe that in total 27.6% of queries are edited queries. In particular, 34.9% of the code queries are edited queries, which is significantly higher than 17.01% of non-code edited queries. This result indicates that search engine (i.e. Google) found it twice as difficult to understand code search compared to non-code search.

Table 7: Term Statistics for Edited Code Query

<table>
<thead>
<tr>
<th>Top Added Terms</th>
<th>Top Deleted Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram Bigram</td>
<td>Unigram Bigram</td>
</tr>
<tr>
<td>to visual studio</td>
<td>in visual studio</td>
</tr>
<tr>
<td>c#</td>
<td>c#</td>
</tr>
<tr>
<td>in</td>
<td>in</td>
</tr>
<tr>
<td>framework entity</td>
<td>framework entity</td>
</tr>
<tr>
<td>not working</td>
<td>not working</td>
</tr>
<tr>
<td>of</td>
<td>of</td>
</tr>
<tr>
<td>windows</td>
<td>windows</td>
</tr>
<tr>
<td>how to</td>
<td>how to</td>
</tr>
<tr>
<td>sql model object</td>
<td>sql model object</td>
</tr>
<tr>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>unit test</td>
<td>unit test</td>
</tr>
<tr>
<td>not parameters in</td>
<td>not parameters in</td>
</tr>
<tr>
<td>for</td>
<td>for</td>
</tr>
<tr>
<td>using c#</td>
<td>using c#</td>
</tr>
<tr>
<td>javascript</td>
<td>javascript</td>
</tr>
<tr>
<td>windows phone</td>
<td>windows phone</td>
</tr>
<tr>
<td>how</td>
<td>how</td>
</tr>
<tr>
<td>when only</td>
<td>when only</td>
</tr>
<tr>
<td>server</td>
<td>server</td>
</tr>
<tr>
<td>what is</td>
<td>what is</td>
</tr>
<tr>
<td>from</td>
<td>from</td>
</tr>
<tr>
<td>to add</td>
<td>to add</td>
</tr>
<tr>
<td>status code</td>
<td>status code</td>
</tr>
<tr>
<td>object 2007</td>
<td>object 2007</td>
</tr>
</tbody>
</table>

Figure 5: Web Visit Analysis for Query

Figure 6: Add and Delete Term in Query Statistics for Code vs Non-code

Type of Query Edit. To explore further, we observe the type of edits users make during query modification. In Figure 6 we see that for non-code search users often add or delete one term at a time to generate their edited query. On the other hand, with code-related search, most of the time users often achieve an edited query by adding or deleting two terms.

This phenomenon can be observed in Table 7 which shows top unigram and bigram tokens added, as well as deleted terms found in our dataset for code queries. For instance, users often add “visual studio” to their query to clarify their search intent as something related to “visual studio” platform. Similarly, users often mention “using c#” term to indicate they want the solution in “c#” language. A similar conclusion can be drawn for the deleted term as well.

Edit vs Codeness Score. Figure 7 shows how codeness score changes when uses reformulate code related queries. We see that the developer achieve an edit by only adding terms, it often increases (i.e. positive median of onlyAdd in Fig. 7) code intent of the query. Not surprisingly, when developers modify a query by only deleting terms, codeness score decreases (i.e. negative median of onlyDelete in Fig. 7). However, we see that the median of overallEdit is 2 (i.e. positive). This indicates, when the developer reformulates (i.e. adding or/and deleting terms) a query, it often increases the code intent of the current query.

Figure 7: Query Edit Type vs Codeness

These results indicate that though in terms of time spending per query and website visit, there is no significant differences, users have to edit code queries more often than non-code queries. Thus, overall more effort is needed to query code using GPSE.

Result 2: Users modify code queries more often than non-code queries to retrieve desired results.

RQ3. How do task sessions vary for code and non-code related search tasks?

Often users need multiple queries to complete a task. Thus, we further check how much effort is needed to compare a whole code vs. non-code task. We use the annotated tasks data and perform the following experiments.
1) How many queries do users need to complete a search task?

In Table 8, we see that the number of single query non-code task is 90.76% which is significantly higher compared to 70.96% for code task. On the other hand, the percentage of task consist of two query is 16.41% for code which is significantly higher than 6.49% for the non-code. As the number of queries per task increases (2, 3, 4, 5, 5+) (Table 8) the percentage of the task is getting higher for code task compared to a non-code task. Overall, code task requires significantly (Wilcoxon significance test with small Cohen’sD effect size) higher number of queries than non-code. On the other hand, the number of queries to complete a task can be considered as the amount of effort and interaction required from users. This implies that the effort required to complete a search task is higher for code related search compared to non-code search.

In addition, we see that (in Table 8) for code related search almost 2% of the time user made more than 5 edits to the queries which is around 85% higher compared to non-code search (i.e. 0.29%). This result indicates that users remain patient with the search engine when they look for the code. This also indicates a code search task is more complex which required more edits on queries to properly convey the information need to the search engine compared to non-code general search.

2) How much time do users need to complete a search task?

In this RQ we analyze how much time users spend on the search task. We sum up all the queries’ activity time in a task to get the total duration of a search task. From Figure 8 (a), we see that most of the code tasks required more time compared to non-code search tasks. The median time to complete a code search task is around 2 min 53 sec and the median time to complete a non-code search task is 1 min 35 sec. We see that generally, users spend almost twice the time for code related search compared to non-code. This result confirms the finding of RQ 3-1 that users are more patient for code related search than for non-code related search.

3) How many different website visits are required to complete a search task?

Similar to time duration, we also analyze the number of web visits required for different tasks. In Figure 8 (b), we see that most of the code search tasks required more web visits than non-code search tasks. In RQ 2, we find no specific pattern in the number of web visits between code and non-code related query. However, here we see that the median of the number of web visits is 8 for code task, which is higher than the median of the number of web visits for non-code task (6). The increasing number of queries in code search tasks (as in RQ 3-1) might contribute to the difference in number of web visits for the search task.

Table 8: Number of Queries per Task

<table>
<thead>
<tr>
<th># Query</th>
<th>% Code</th>
<th>% Noncode</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70.96</td>
<td>90.76</td>
</tr>
<tr>
<td>2</td>
<td>16.41</td>
<td>6.49</td>
</tr>
<tr>
<td>3</td>
<td>6.22</td>
<td>1.55</td>
</tr>
<tr>
<td>4</td>
<td>2.94</td>
<td>0.67</td>
</tr>
<tr>
<td>5</td>
<td>1.51</td>
<td>0.24</td>
</tr>
<tr>
<td>5+</td>
<td>1.96</td>
<td>0.29</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Discussion

In summary, we find that code and non-code queries have different query characteristics. Also, user needs to put more effort to retrieve the intended results for code than non-code with a GPSE.

While our work primarily analyze code vs. non-code queries, there could be further refinement possible for different kinds of programming tasks and information needs behind the search. For example, analyzing developers search queries on web, Xia et al. [39] identified search tasks into seven different categories. We also see similar pattern while manually annotating 178 code queries. Some sample queries with their task categories are shown in Table 9.

Table 9: Sample code queries with their task categories (from Dataset)

<table>
<thead>
<tr>
<th>Task Type (short name)</th>
<th>Query Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 General Search (gen)</td>
<td>c# property naming guidelines</td>
</tr>
<tr>
<td>2 Debugging (debug)</td>
<td>jira not loading images. Attempt to load Oracle client libraries threw BadImageFormatException This problem will occur...</td>
</tr>
<tr>
<td>3 Programming (prog)</td>
<td>how to call class function in webservices c#</td>
</tr>
<tr>
<td>4 Code Reuse (reuse)</td>
<td>GWTP template maven</td>
</tr>
<tr>
<td>5 Tools (tool)</td>
<td>php online debugger, lighttable</td>
</tr>
<tr>
<td>6 Database (db)</td>
<td>sqlserver database rename</td>
</tr>
<tr>
<td>7 Testing (test)</td>
<td>get protected member unit testing</td>
</tr>
</tbody>
</table>

Figure 9 further shows how query length, query browsing duration, and website visit can vary for different code tasks. We see that most of the debug queries’ length are higher compared to others and general code queries (i.e. gen) often smaller in length (in Figure 9 (a)). Sometimes, developers directly copy error message and search with that in search engine (see debug query example in Table 9). This type of query are too specific and often intended for few web documents (e.g. SO post discussion if exist). Thus, for debug query developers often search for smaller duration (smaller median in Fig. 9 (b)) and visit smaller number of websites (smaller median Fig. 9 (c)). In contrast, general code query (i.e. gen) often required lesser time - Fig. 9 (b) and web visit - Fig. 9 (c). In other word, among code queries, GPSEs are better at locating general code issues compared to other types (i.e. debug, testing, etc.).
plan to do a detailed analysis for such different type of code queries in future.

6 STUDY IMPLICATION

6.1 Implication of Code Intent Analysis

Here we discuss some areas where the code intent analysis can be leveraged.

Search System: It is important for the search engine to understand the search intent of users. Depending on the search intent returned results and other interaction with the search engine might vary. Search engines often use many meta information such as cookies, previous search history, URL click to understand users’ search intent. This metasearch information is expensive to collect and not always available. For instance, the user might disable browser’s cookie and history tracking or issue their first query. However, the model can predict a query intent on the fly and only requires the query text. So, this code intent model can be used as a complementary tool which can be plugged into any existing search system. Further, search engine often suggests related queries to the issued (initial) query. Code intent model can be used to guide this query recommendation process. If the user shows initial code intent for a search, higher code intent queries can be suggested.

Generalization: To score a query or sentence, our model requires only a set of the domain-specific token (S). In this paper, to achieve code intent we leverage general code related token from Stack Overflow [34]. This token set (S) can be easily extended or modified to identify specific code task. For example, “debugging” related tokens can be leveraged to predict whether the query intended for any code debugging task. Thus our model can be used to facilitate any further research where a fine granular code classification (i.e. debug, testing, etc.) is required. Additional knowledge about tags can be incorporated into the code intent analysis. For example, programming languages (e.g., java, haskell) or related technologies (e.g., react:js, mysql) can be assigned with constant scores. This process helps to mitigate any popularity bias of tags of the similar kind (e.g., java, haskell).

In addition to predicting query intent, the model can be applied to score any document (i.e. sequence of tokens). Developers can leverage code:ness score to guide their document writing (e.g., API documentation) to make it discoverable by the search engine for code related search.

6.2 Implication of Empirical Findings

Unlike general non-code search, code issues usually require much more consultation with different documents including text (e.g., API documentation) and code (e.g., source code, bug reports), as evident by our findings that developers need to query more to complete a task (RQ3). Thus, code search imposes unique challenges for search engines when they treat documents with mixture of code, and text similarly as general textual document (e.g., news article). Thus, it is important for a search engine to incorporate effective retrieval models for code-mixed document and apply them effectively during code search.

We also report in RQ1 that code queries are more verbose and contain less vocabulary than non-code queries. Our code-intent model can be further trained with such characteristics, which can eventually impact GPSE’s search performance. For example, if code intention is known by GPSE, it can restrict its search space. GPSE can also leverage the frequent added and deleted terms in advance from code queries to anticipate users’ intent and recommend related queries accordingly.

7 RELATED WORK

There is substantial evidence in the literature to support the premise that developers use general purpose search engines during software development (e.g., [16, 22, 31, 36, 39]). Sim et al. [31] conducted a comparison study on various code search techniques of developers and observed that the general-purpose engine work better to find reference examples than do dedicated code search tools. Though code-specific search engines worked better in searches for subsystems, the general-purpose search engine, Google, worked better on searches for blocks of code. Furthermore, code-specific search engines (i.e. Koder and Krugle) perform better when searching for subsystems of code [31]. In a survey, Stolee et al. [36] found that 85% of developers search the web for source code at least weekly. This result is echoed in a survey by Hucka et al. [16], which found that 93% of the developers search on general-purpose web search engines for “ready-to-use” software and 91% of them search for source code. Additionally, Hucka et al. found that only 18% of participant developers use specialized code search engines for source code search.

Search logs of general-purpose search engines have been analyzed to identify different general query characteristics and users...
search behavior (e.g., [30]). Similarly, dedicated code search engines’ logs have also been investigated to determine the use of code search engines, topics of search queries, and format of queries (e.g., [2, 5, 28]).

In contrast, we analyze a search log of a general-purpose search engine (i.e., Google) which consists of both code and non-code related searches. We analyze query characteristics and users’ search behavior for both code and non-query and explore the difference between them. Additionally, we evaluate the performance of the search engine for code related search compared to non-code general search.

In a study on Google developers, Sadowski et al. [28] observed that developers frequently search for code, conducting an average of five search sessions with a total of 12 queries in each workday. They also determined that programmers search to support a variety of information needs, such as looking for API examples, code understanding, debugging, or locating code snippets. The extensive use of code search engines in software development indicates that code search tools have a significant impact on developers’ performance in practice [28].

In a large-scale survey, Xia et al. [39] identified the frequency and difficulty of different software development related web search tasks. They classify frequent search tasks including exceptions/error handling, reusable code snippets, programming bugs, and third-party libraries. On the other hand, search tasks including performance, multi-threading, and security bugs, database optimization, and reusable code snippets are identified as most difficult search tasks. They also observed that developers are likely to use general-purpose search engines (i.e., Google) to search for code.

Martie et al. [22] found that iterative support in search engine can provide better experience on searching for some specific development tasks. They categorized developers’ responses to a question about why they search and observed that developers often search for code to implement a feature, support a design decision, or meet problem specification. This work is complementary to previous studies in its focus on comparing and contrasting code-related and non-code-related search tasks.

8 THREATS TO VALIDITY

Internal Validity. There might be some tokens (e.g., newly published library and API name) that carry code intent but are not included in our code token set. This can lead to incorrect codeness score. But developers often use some other tokens to describe such unknown terms when they search. For example, in query “telerik raddataboundlistbox winrt”, although the second token is not included in our tag list, our classifier still identifies it as code related query by leveraging other tokens (“telerik” and “winrt”).

Our tags popularity measure would assign a higher score for the query “java iterate array” than “haskell iterate array”, as the programming language tag “haskell” is less popular than “java” on SO. Nevertheless, one could argue that the codeness score of both queries should be the same. However, in our case, separating code from non-code queries, such scenario is unlikely to occur between a code and a non-code query.

We use an automatic classifier to separate code and non-code queries. However, the classifier might make mistake and that may impact our analysis. To mitigate this threat, we select a codeness score threshold where the classifier achieves a better trade-off of precision, recall, and F1-score on manually annotated queries. However, due to the ambiguous nature of the query, it is nearly impractical to build a classifier which is absolutely accurate. Even we observe that the inter-annotator agreement is 0.85 (i.e. Cohen’s Kappa Coefficient). This indicates that our automatic classifier effectively resembles human annotators.

External Validity. User’s prior knowledge about a topic may impact the search performance of search engines. For example, a senior programmer might have more knowledge about a certain development task and use a search engine to refresh their knowledge. In contrast, the scenario for a new developer might be different. In our search log dataset, we do not have access to users’ details information except anonymous ID. So, we treat all users similarly.

Further, we manually annotate 178 code queries into further categories (i.e. debug, general, etc.). This number of queries might not be adequate to come to a definite conclusion about their search characteristics.

We only study Google search log. Other GPSE may perform differently. However, since Google is the most popular GPSE, we think our study can be representative of different code and non-code query behavior.

Construct Validity. We use a search log which was collected using a Google Chrome activity tracker plugin. One inherent limitation of such tracker is that it tracks all the browser activity regardless of whether it’s a search activity or not. For example, there might be some cases where a user searches for something and prompt switch tab to visit other websites (e.g., email, social media, etc.) and again comes back to the search activity. In such cases, some website might be incorrectly extracted as clicked URL for a query. However, such occurrences are usually less in number and can happen for both code and non-code related searches. So our comparison study (e.g., code vs non-code duration, number of web visit) would be less impacted by these threats.

9 CONCLUSION

Developers often use general-purpose search engines which are usually not optimized for code related search. We explore whether such choice is optimal for code related search by analyzing a search log consisting of both code and non-code query. Firstly, we build an automatic classifier that identifies code and non-code query.

We find that query characteristics (i.e. length) vary for code and non-code. We also observe that code related searching often requires more effort (i.e. time, web visit, query modification, etc.) than general non-code search. We further discuss how our study can be leveraged to improve code search using general-purpose search engines.
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